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What is Learning?

I How to Learn?
I By example.
I By experience.



What is Machine Learning?

Definitaion: A computer progragram is said to learn from
experience E with to some tasks T and performance P if its
performance P improves with experience E on tasks T.



How to make Machine to Learn?

I Direct i.e. By experience.
I Indirect i.e. By example.



Design a Learning System

I Choosing the Training Experience.
I Choosing the Target Function.
I Choosing a Representation for the Target Function.
I Choosing a Function Approximation Algorithm.



Choosing the Training Experience

I Type of training experience.
I Degree of Control of Training Examples.
I Distribution of Examples.



Choosing the Training Experience

I Type of training experience:
- Direct feedback
- Indirect feedback

*Learning from direct training feedback is typically easier than
learning from indirect feedback.

I Degree of Control of Training Examples.
- Action as per Teacher.
- Challenges to Teacher.
- Complete control on both.

I Distribution of Examples.
- Actual Game
- Played against itself
- Both.



Goal and Applications of Machine Learning
Goal: Designing a system which can improve their performance
themselves without human interference.
Applications:
I Image Classification
I Anti Virus
I Spam Filter
I Face Recognition
I Face Detection
I Medical Diagnosis
I Speech Recognition
I Customer Segmentation
I Fraud Detection
I Weather Predictions
I News Spotting



Types of Learning

I Supervised Learning
- Classification
- Regression

I Unsupervised Learning
- Clustering
- Association

I Reinforcement Learning: feedback wrong result but not how
to correct.

I Semi supervised Learning is a combination of supervised and
unsupervised learning



































































ANN
- Feed forward
- Feed backward/recurrent : for dynamic
- Associate Network
- Fully connected
- partially connected
- single layer
- multi layer
- Neuron: are the processing or computation unit/elements
- First layer is input layer
- Last layer is output layer
- Perceptron: error e1=d1-o1 , d1=desired output o1=actual

output
w2=w1+n*x1*e1, w2 new weight, w1 previous weight,
n=learning rate,
-algorithm for supervised adaptive learning of binary classifiers
-data pair chosen randomly from data set
-gradually error rate is reduces to 0 iteratively.



Perceptron



Multi layer Perceptron(MLP)

I Activation Function : Looks like threshold as in perceptron
but it is varies smoothly and differentiable. For example
sigmoid function or hyperbolic (for classification or pattern
recognition task) or Linear (for regression problems).

I H(x) = ex − e−x

ex + e−x

I S(x) = 1
1 + e−x

I Error Function E (t, 0) = 1
2

∑n
i (ti − oi )2



Step in MLP

I Data Preparation
I Data Selection
I Data Pre-process

- Formatting: DBMS to excel or text file, 2D to 1D
- Cleaning: Removal of duplicate or unbound or fixing of

missing data
- Sampling: take small sample of data to reduce time complexity
- Normalization: not essential but beneficial

I Data Transform
- Scaling :Dollar, rupees, weights etc.
- Decomposition: split of complex into smaller. split date into

three
- Aggregation: opposite of decomposition , multiple entry of

deposits in to acc
I Training , Testing and Validation
I Generalization and Over-fitting



Support Vector Machine
I Supervised learning with learning algo
I Maximize predictive accuracy and automatically avoids over

fitting.
I Not possible for unsupervised data
I Used for classification and regression problems
I Binary Linear Classifier
I Non Linear Classifier with Kernel function
I Training data set is divided into two category
I Try to maximize the distance between two category
I If you want to use for unlabelled or semi labelled data set 1st

use some algo for clustering such as support vector clustering
and the apply SVM

I Linear classifier wx = b = 0
I (w .xi + b) > +1 if yi = +1
I (w .xi + b) < −1 if yi = −1
I yi (w .xi + b) ≥ +1 or yi (w .xi + b)− 1 ≥ 0
I Distance from H1 to H is | − 1− b|

||w ||
I Distance from H2 to H is |+ 1− b|

||w ||
I Distance from H1 to H2 is 2

||w ||
I Maximize H1− H2 i.e. minimize ||w ||2





Thank you

I Please send your feedback or any queries to
akyadav1@amity.edu

I You can contact me on +91 9911375598


