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Abstract- Throughout the world, the one of the main reason of death is lung carcinoma or lung cancer. But if it is detected 

in the very beginning stage then there is a high probability of survival. Survival rate of patients of lung cancer may be 

increases from 14% to 49% if it is detected on early stage on time. Lung cancer is detected mainly from analysis of the 

computed tomography (CT) scans by doctors. An effective screening test has long been required by medical experts for 

early stage detection of the diseases with the goal of increase in saving human lives. Hence, through CT scans, an effective 

lung cancer detection system scans using artificial neural networks with image processing techniques is used to classify 

the presence of lung cancer. Histogram equalization, image thresholding, filtering and Gray Level Co-occurrence Matrix 

(GLCM) technique etc. are used for feature extraction as image pre-processing techniques. In the proposed approach, the 

classification of cancer in CT scan images has been performed by using an artificial neural network.. 

Keywords– Artificial Neural Network, Histogram Equalization, Image Segmentation, Lung Cancer Detection, 

Thresholding 

 

I. INTRODUCTION 

Lung Cancer is considered as the main cause of cancer death worldwide, and it is difficult to detect the presence of 

cancerous cells in lungs at an early stage because the symptoms only appear at later stages and thus increasing the 

mortality rate [1]. According to the American Cancer Society, the current 5-year survival rate is around 18% which 

is significantly low in comparison to other cancers including breast, colon and prostate. Survival from lung cancer is 

directly dependent upon the cancer growth and its detection time. The timely detection of lung cancer can increase 

the survival rate from 14% to 49%.  

There are many techniques to diagnose the presence of lung cancer such as Sputum Cytology, Magnetic Resonance 

Imaging (MRI), Computed Tomography (CT Scans) and Chest Radiograph (X-Ray) [2]. However, these techniques 

are time consuming and expensive. Further, most of the techniques are capable of detecting lung cancer at an 

advanced stage when the symptoms start to appear, thus increasing the mortality rate among patients. Therefore, 

there is a great need to a system to detect the presence of lung cancer at an early stage in order to increase the 

survival rate among patients [3-4]. Image processing techniques act as a good quality tool for improving the manual 

analysis of CT scans [5-7].   

For this reason, we propose to use an automatic diagnostic system for the detecting the presence of lung cancer in its 

early stages based on the analysis of CT scans of the lungs. In order to obtain desired results, we have developed a 

preprocessing stage comprising of histogram equalization, segmentation by thresholding and image filtrations. 

Histogram equalization is used to increase the global contrast of an image by using its histogram [8]. Image 

segmentation is basically a processing of partitioning a digital image into multiple segments. Segmentation is used 

to simplify or change the representation of an image into something that is more meaningful and easier to analyze 

[1,12]. We have used the thresholding method for the purpose of segmentation. Thresholding is the simplest method 

of image segmentatio. From a grayscale image, thresholding can be used to create binary images [13]. Further, the 

thresholding function is based upon Otsu’s Method which is named after Nobuyuki Otsu. It is used to automatically 

perform clustering based image thresholding, or reduction of a grayscale image to a binary image [14].    Image 

filtering is used for many applications including smoothing, sharpening, removing noise and edge detection. A filter 

is defined by a small array applied to each pixel and its neighbors within an image [9]. A sobel filter has been used 

to perform the process of filtration. 

Feature extraction is done by using gray level co-occurrence matrix (GLCM) techniques [10]. In this stage, detection 

and isolation of desired shapes from the preprocessed image has been performed. During the last stage, classification 

has been done to detection the presence of lung cancer. An artificial neural network has been used for the purpose of 

classification. 

 

II. METHODOLOGY 

Overall, there are three main processes used throughout the report: Pre-processing, feature extraction and finally the 

classification process [15]. Further pre-processing has been divided into histogram equalization, segmentation by 

thresholding and image filtration. MATLAB is used in every process made throughout the project. Process involved 

in the lung cancer detection system for the project is given in Figure (2.1).   
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Fig. 2.1.  Lung Cancer Detection System 

 

The pre-processing is done to enhance the image contrast, remove noise and unnecessary fluctuations. 

 

2.1 Image Acquisition 

First step is to acquire the CT scan images of the lung cancer patients. The lung CT images are better as compared to 

X-ray and MRI as the amount of noise and fluctuations is low. The main advantage of using computed tomography 

is that, it gives better clarity and less distortion. For research work the CT scans are acquired from Cancer Imaging 

Archive and Kaggle. The format for the dataset is DICOM (Digital Imaging and Communications in Medicine).  

The images are in raw form i.e. lot of noise and unwanted fluctuations are observed in these images. To improve the 

contrast and intensity, pre-processing has been performed on these raw images.   

 

 
Fig. 2.2.  Input CT Scan Image 

. 

III. IMAGE PRE-PROCESSING 

Pre-processing is common when it comes to operations with images. Image pre-processing involves a set of 

functions or operations performed in order to enhance the contrast, illumination, intensity, removal of noise and 

edge detection. Some of the commonly used pre-processing techniques are smoothing, median filter, segmentation, 

dilation, background subtraction and thresholding.  

In this project, a set of pre-processing techniques have been proposed which include histogram equalization, 

thresholding for segmentation and image filtration 

The test set for this evaluation experiment watermark image randomly selected from the internet. Matlab 7.0 

software platform is use to perform the experiment. The PC for experiment is equipped with an Intel P4 2.4GHz 

Personal laptop and 2GB memory.  
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The proposed scheme is tested using ordinarily image processing. From the simulation of the experiment results, we 

can draw to the conclusion that this method is robust to many kinds of watermark images. 

 

3.1 Histogram Equalization 

This method is used to increase the global contrast of an image by using its histogram. The lower local contrast of 

images is adjusted by spreading out the most frequent intensity values. This method is useful when the background 

and foreground of the image are both either dark or light. In particular, this method is used for CT scans, X-rays and 

MRIs for research in the medical field.  

We have used two main functions in order to implement this technique i.e. histeq() and imhist(). The function, 

histeq() accepts a grayscale image as a parameter to perform histogram equalization and the function, imhist() is 

used to display the histogram of the image. 

Let I be the image represented as Mr by Mc matrix of integer pixel intensities ranging from 0 – L-1, where, L is the 

number of possible intensity values. Let p denote the normalized histogram of I with a bin for each possible 

intensity. 

 

 
 

where, n = 0,1,2…L-1 (255 maximum possible values)  

 

 
Fig. 3.1 (a) Original Image 

 

 
Fig. 3.1 (b) Histogram Equalization Image 

 

The intensity values of the image are divided into a series of intervals. The bins are usually specified as consecutive, 

non-overlapping intervals of a variable. The bins must be adjacent and are often of equal size. If the bins are of equal 

size, a rectangle is erected over the bin with height proportional to the frequency, the number of cases in each bin. 

Further, a histogram can also be normalized to display relative frequencies. It then shows the proportion of cases per 

unit of the variable on horizontal axis.  

The histogram equalized image g will be defined by using the following formula, 

 

 
floor function rounds down the value to the nearest integer. 
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Fig. 3.2.  Histogram of the Image 

 

3.2 Segmentation 

Image segmentation is a process of partitioning a digital image into multiple segments. The goal of segmentation is 

to simplify or change the representation of an image into something more meaningful and easier to analyze. 

Segmentation divides the image into its constituent regions or objects. The result of image segmentation is a set of 

segments that collectively cover the entire image or a set of contours extracted from the image.  

For the purpose of segmentation, we have used the thresholding technique. Thresholding is the simplest method of 

image segmentation. From a grayscale image, thresholding can be used to create binary images. The function 

graythresh() is used to perform image thresholding. The graythresh() function computes a global threshold level, that 

can be used to convert an intensity image to a binary image. This function uses the Otsu’s method, which chooses 

the threshold to minimize the interclass variable of the black and white pixels. 

 

 
Fig. 3.3 (a) Original Image 

 

 
Fig. 3.3 (b) Segmented Image 

 

Otsu’s method is named after Nobuyuki Otsu, it is used to automatically perform clustering based image 

thresholding, or reduction of a grayscale image to a binary image. The algorithm assumes that the image contains 

two classes of pixels following bimodal histogram. It then calculates the optimum threshold separating the two 

classes so that their combined interclass variance is minimal. We exhaustively search for the threshold that 

minimizes the intra-class variance defined as weighted sum of variances of the two classes. 

 

 
 

In order to implement the thresholding technique, we implemented foreground markers and background markers in 

order to modify the segmentation function to only get the minima. 
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3.3 Filtration 

Image filtration is used for many applications including smoothing, sharpening, removal of noise and edge 

detection. A filter is defined by a kernel, which is a small array applied to each pixel and its neighbors within an 

image. Filtering is a neighborhood operation, in which the value of any given pixel in the output image is 

determined by applying some algorithm to the values of the pixels in the neighborhood of the corresponding input 

pixel. A pixel's neighborhood is some set of pixels, defined by their locations relative to that pixel. In order to 

implement the filtration technique, we have used the sobel filter. The sobel filter is basically an edge detection 

algorithm which creates an image emphasizing edges.  

The sobel filter method returns a 3x3 filter h, that emphasizing horizontal edges by approximating a vertical 

gradient. We used the transpose of the sobel filter to emphasize vertical edges. 

The operator uses two 3×3 kernels which are convolved with the original image to calculate approximations of the 

derivatives – one for horizontal changes, and one for vertical. If we define A as the source image, and Gx and Gy are 

two images which at each point contain the horizontal and vertical derivative approximations respectively. 

 

 
Fig. 3.4 (a) Original Image 

 

 
Fig. 3.4 (b) Image after Filtration 

 

IV. FEATURE EXTRACTION 

Feature extraction a type of dimensionality reduction that efficiently represents interesting parts of an image as a 

compact feature vector. This approach is useful when image sizes are large and a reduced feature representation is 

required to quickly complete tasks such as image matching and retrieval [9]. Feature extraction involves reducing 

the amount of resources required to describe a large set of data. When performing analysis of complex data one of 

the major problems stems from the number of variables involved. Analysis with a large number of variables 

generally requires a large amount of memory and computation power, also it may cause a classification algorithm to 

overfit to training samples and generalize poorly to new samples. Feature extraction is a general term for methods of 

constructing combinations of the variables to get around these problems while still describing the data with 

sufficient accuracy. 

A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level co-

occurrence matrix (GLCM) [11], also known as the gray-level spatial dependence matrix. The GLCM functions 

characterize the texture of an image by calculating how often pairs of pixel with specific values and in a specified 

spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from this matrix. 

In this stage, we have used the GLCM – Gray Level Co-occurrence Matrix technique to detect and isolate desired 

shapes from the pre-processed image. The method graycomatrix() crates a gray level co-occurrence matrix from 

image I. Another name for this is a gray-level spatial dependence matrix. Graycomatrix creates the GLCM by 

calculating how often a pixel with gray-level (grayscale intensity) value i occurs horizontally adjacent to a pixel with 

the value j. The graycoprops() method accepts two parameters which are contrast, homogeneity and energy.  
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Fig. 4.1 Output Obtained from GLCM Method 

 

V. CLASSIFICATION 

Classification is the final step in the lung cancer detection system. The technique used for classification is artificial 

neural networks. Artificial Neural Networks are relatively crude electronic network of nervous based on the neural 

structure of the brain. They process records one at a time and learn by comparing their classification of the record 

with the known actual classification of the record. The errors from the first record is fed back into the network and 

used to modify the networks algorithm for further iterations.  

The Artificial Neural Network classifies the presence of cancer by using three parameters which are obtained after 

performing feature extraction. These three parameters are entropy, contrast and energy. The neural network uses a 

regression based training model for detecting the presence of lung cancer nodules within the image.  

 

 
Fig. 5.1 Regression Training Graph 

 

VI. CONCLUSION AND FUTURE SCOPE 

Lung cancer is one of the most dangerous diseases in the world. Correct diagnosis and early detection of lung cancer 

can increase the overall survival rate. The present lung cancer detection techniques include X-ray, MRI. CT scan 

and PET images. The physicians diagnose the disease on the basis of these detection techniques. Based on this, 

various treatments are carried out on the patients. Such treatments include chemotherapy, radiation therapy and 

surgery. Hence, an attempt has been made to develop a system which is capable detecting the presence of lung 

cancer at an early stage by using various image pre-processing techniques and artificial neural networks. CT scan 

images are acquired from cancer imaging archive and kaggle. The pre-processing techniques include histogram 

equalization, segmentation by thresholding and image filtration. From the extracted region of interest, three features 

are extracted i.e. entropy, contrast and energy. These three features help to identify the presence of lung cancer. The 

results indicate that the tumors are of different dimensions. The results show good potential for lung cancer 

detection at an early stage. 

Also, for classification purpose, Artificial Neural Networks have been used. The network is an attractive approach of 

data modeling and is capable of learning from the input data. The neural network is based on the regression training 

model. 

 

For future work, we can implement this technique on some more images. Increasing the number of images for 

training can further improve the accuracy of the system. Also, a similar system can be developed for X-ray and 

MRIs. Classification can be improved by using supervised learning techniques like SVM (support vector machine). 



International Journal of Engineering, Applied and Management Sciences Paradigms (IJEAM) 

Volume 54 Issue 2 May 2019 297 ISSN 2320-6608 

                             

VII. REFERENCES 
[1] Taher, Fatma, and Rachid Sammouda. "Lung cancer detection by using artificial neural network and fuzzy clustering methods." In 2011 

IEEE GCC Conference and Exhibition (GCC), pp. 295-298. IEEE, 2011. 

[2] Panpaliya, Neha, Neha Tadas, Surabhi Bobade, Rewti Aglawe, and Akshay Gudadhe. "A survey on early detection and prediction of lung 

cancer." International Journal of Computer Science and Mobile Computing 4, no. 1 (2015): 175-184. 
[3] Gajdhane, Vijay A., and L. M. Deshpande. "Detection of lung cancer stages on CT scan images by using various image processing 

techniques." IOSR Journal of Computer Engineering (IOSR-JCE) 16, no. 5 (2014): 28-35. 

[4] Yamamoto, Naoki, Jun Murakami, Chiharu Okuma, Yutaro Shigeto, Satoko Saito, Takashi Izumi, and Nozomi Hayashida. "Application of 
multi-dimensional principal component analysis to medical data." Int. J. Eng. Phys. Sci 6 (2012): 260-266. 

[5] Sivkumar, S., and Dr C. Chandrasekar. "Lung nodule detection using fuzzy clustering and support vector machine." International Journal of 

Engineering and Technology 5, no. 1 (2013): 1583-1078. 
[6] Blechschmidt, R. A., R. Werthschutzky, and U. Lorcher. "Automated CT image evaluation of the lung: a morphology-based concept." IEEE 

transactions on medical imaging 20, no. 5 (2001): 434-442. 

[7] Sharma, Disha, and Gagandeep Jindal. "Identifying lung cancer using image processing techniques." In International Conference on 
Computational Techniques and Artificial Intelligence (ICCTAI), vol. 17, pp. 872-880. 2011. 

[8] Chaudhary, Anita, and Sonit Sukhraj Singh. "Lung cancer detection on CT images by using image processing." In 2012 International 

Conference on Computing Sciences, pp. 142-146. IEEE, 2012. 
[9] Karkoub, Mansour, M-G. Her, C-C. Huang, C-C. Lin, and C-H. Lin. "Design of a wireless remote monitoring and object tracking 

robot." Robotics and Autonomous Systems 60, no. 2 (2012): 133-142. 

[10] Hingene, M. C., S. B. Matkar, A. B. Mane, and A. M. Shirsat. "Classification of MRI brain image using SVM classifier." International 
Journal of Science Technology & Engineering 1, no. 9 (2015). 

[11] Haralick, Robert M., and Karthikeyan Shanmugam. "Textural features for image classification." IEEE Transactions on systems, man, and 

cybernetics 6 (1973): 610-621. 
[12] Yu, Yushan, Sheng Bi, Yaoyang Mo, and Weiheng Qiu. "Real-time gesture recognition system based on Camshift algorithm and Haar-like 

feature." In 2016 IEEE International Conference on Cyber Technology in Automation, Control, and Intelligent Systems (CYBER), pp. 337-
342. IEEE, 2016. 

[13] Indira, K., J. Vinodhini, and J. Sneha. "Optic disc and optic cup segmentation for glaucoma screening adopting superpixel 

classification." International Journal Of Pharmacy e Technology 7, no. 1 (2015): 8390-8400. 
[14] Bagwari, Swapnil, P. Raja, and Rajat Namdev. "Iot Based Surveillance System Using Comparative Analysis of Different Threshold 

Algorithms for Motion Detection Using Raspberry PI." In 2018 International Conference on Intelligent Circuits and Systems (ICICS), pp. 

188-194. IEEE, 2018. 
[15] Gajdhane, Mr Vijay A., and L. M. Deshpande. "Detection of Lung Cancer Nodule on Computed Tomography Images by Using Image 

Processing." International Journal of Application or Innovation in Engineering & Management (IJAIEM) Volume3 (2014). 
 


